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ABSTRACT 

The pervasiveness of location-acquisition technologies (GPS, 

GSM networks, etc.) enable people to conveniently log the 

location histories they visited with spatio-temporal data. The 

increasing availability of large amounts of spatio-temporal data 

pertaining to an individual’s trajectories has given rise to a variety 

of geographic information systems, and also brings us 

opportunities and challenges to automatically discover valuable 

knowledge from these trajectories. In this paper, we move towards 

this direction and aim to geographically mine the similarity 

between users based on their location histories. Such user 

similarity is significant to individuals, communities and 

businesses by helping them effectively retrieve the information 

with high relevance. A framework, referred to as hierarchical-

graph-based similarity measurement (HGSM), is proposed for 

geographic information systems to consistently model each 

individual’s location history and effectively measure the similarity 

among users. In this framework, we take into account both the 

sequence property of people’s movement behaviors and the 

hierarchy property of geographic spaces. We evaluate this 

framework using the GPS data collected by 65 volunteers over a 

period of 6 months in the real world. As a result, HGSM 

outperforms related similarity measures, such as the cosine 

similarity and Pearson similarity measures. 

Categories and Subject Descriptors 

H.2.8 [Database Management]: Database Applications - data 

mining. I.5 [Computing Methodologies]: Pattern Recognition. 

H.3.3 [Information Storage and Retrieval]: Information Search 

and Retrieval – clustering, retrieval model. 

General Terms 

Algorithms, Measurement, Experimentation. 

Keywords 

Spatio-temporal data mining, User similarity, GPS logs, Similar 

sequence Matching. 

1. INTRODUCTION 

The increasing pervasiveness of location-acquisition technologies 

such as GPS, GSM network, etc., is leading to the collection of 

large spatio-temporal datasets and the opportunity of discovering 

valuable knowledge about movement behavior. Recently, a 

branch of geographic applications based on user-generated GPS 

data has appeared on the Web and received considerable attention. 

In such applications [1][2][3], using GPS-enabled devices, people 

can record travel/sports experience with GPS logs, and then 

upload, visualize and browse their GPS data on a Web map. 

Further, users are enabled to exchange life experiences by sharing 

GPS logs in the Web community. GPS-log-sharing provides a 

more explicit and fancy approach than text to help people express 

their life experience. However, so far, these applications still use 

raw GPS data directly without much understanding; this is not 

optimal to the development of such applications. Actually, besides 

the GPS data itself, people intend to know more information about 

user intention and user interests behind the given data.  

To address this issue, quite a few projects [9][12][13][15] aiming 

to understand user-specific activity from individual GPS data have 

emerged. However, in these projects more attention has been paid 

on detecting significant locations of a user, predicting the user’s 

movement among these locations and recognizing individual 

activities on each location. Meanwhile, a few techniques 

[6][10][11][16][21] have been proposed to mine knowledge from 

multiple users’ GPS logs. Unfortunately, so far, the correlation 

between users are not explored in these works even though such 

correlation has significance to both individuals and merchants in 

helping them effectively retrieve information with high relevance. 

Being that it is important information to customers and 

commercial enterprises, user similarity has been used in many 

services and application systems over the past twenty years. Most 

of the research and products have been performed based on users’ 

transaction records in supermarkets or bookstores and online user 

behavior in Web communities. On one hand, by employing user 

similarity, an individual would become capable of discovering 

potential friends who share similar interests in books, music and 

movies, etc., with him/her. Further, the person could leverage 

similar users’ experiences to extend individual knowledge and 

retrieve the information matching his/her tastes with minimal 

efforts. On the other hand, based on user similarity, merchants 

would become more capable of improving their sales and 

marketing by reasonably recommending products to customers. 

User similarity is also important to geographic information 

systems. It can not only explore the relationship between users but 

also reveal the correlation among geographic locations. For 

instance, people who like hiking might find some potential friends 
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in the community when attempting to sponsor a hiking activity. 

Moreover, from similar users’ past experiences people are more 

likely to retrieve, with minimal efforts, some travel routes or 

places which might match their taste and preference.  

The work reported in this paper is motivated by the importance of 

user similarity, increasing the availability of large amounts of data 

pertaining to individual trajectories and the first law of geography. 

According to the first law of geography, everything is related to 

everything else, but near things are more related than distant 

things. Given the close relationship between our daily lives and 

geographic location, user-generated GPS logs imply to some 

extent user behavior and user preference. Hence, we claim that 

people who have similar location histories would share similar 

interests and preferences. The more location histories they shared, 

the more related these two users would be. 

In this paper, we aim to mine user similarity based on user-

generated GPS trajectories in the real-world. It offers a novel 

approach to measure user similarity geographically. Meanwhile, it 

is a step towards mining knowledge from multiple users’ spatio-

temporal data. A framework, referred to as hierarchical-graph-

based similarity measurement (HGSM), is proposed to model 

people’s location histories and to explore the similarity between 

users in geographic spaces sequentially and hierarchically. The 

contributions of our work lie in following aspects. 

 HGSM provides an approach to effectively and consistently 

model each individual’s location history. We put all users’ 

data together and hierarchically cluster it into geographic 

regions (clusters) in a divisive manner. Such hierarchical 

clusters offer a unified framework for each user to build an 

individual hierarchical-graph based on his/her own data. In 

such graphs, a node stands for a region a user accessed and 

an edge between two nodes denotes the order of the two 

regions being visited by the user.  

 Sequentially: When measuring the similarity between users, 

we take into account not only the geographic regions they 

accessed, but also the sequence of these regions being 

visited. The longer the sequence matched between two users’ 

location histories, the more related these two users might be.  

 Hierarchically: We mine user similarity by exploring 

people’s movement behavior on different scales of 

geographic spaces. From the top to the bottom of the 

proposed framework, the granularity of geographic regions 

increases from being coarse to being fine, while the 

geospatial scale of each graph node decreases from being 

large to being small. Consequently, users who share similar 

location history on a lower layer (with fine granularity) 

might be more similar than others who share location 

history on a higher layer (with coarse granularity). 

The rest of the paper is organized as follows. In Section 2, we 

survey related work, and point out the difference between ours 

and others. In Section 3, after clarifying some definitions, we 

outline the architecture of HGSM, which includes three processes: 

location history extraction, user similarity exploration, and 

recommendation. Further, user similarity exploration is described 

in detail in Section 4. In Section 5, we evaluate the performance 

of HGSM using GPS data collected by 65 volunteers over a 

period of 6 months. Some major experimental results and related 

discussions are also provided in this section. Finally, we draw our 

conclusion and offer an outlook on the future work in Section 6. 

2. RELATED WORK 

2.1 Mining Location History 
Mining personal location history: Motivated by the convenience 

of data collection, quite a few researches have been performed 

based on individual GPS data during the past years. The work 

[9][12][13][15] includes detecting significant locations of a user, 

predicting the user’s movement among these locations and 

recognizing user-specific activities on each location. As opposed 

to these works, we aim to mine knowledge from multiple users’ 

location histories rather than recognize user-customized activity. 

Mining multiple users’ location histories: Fosca et al. [6] 

developed an extension of the sequential pattern mining paradigm 

that analyzes the trajectories of moving objects. The trajectory 

pattern they called represents a set of individual’s trajectories that 

share the property of visiting the same sequence of places with 

similar travel times. MSMLS [10] uses a history of a driver’s 

destination, along with data about driving behavior extracted from 

multiple users’ GPS trajectories, to predict where a driver may be 

going as a trip progresses. Zheng et al. [21] aim to infer users’ 

transportation mode, such as walking and driving, etc., based on 

the GPS trajectories of 60 individuals. Meanwhile, respectively 

using location-acquisition techniques of 802.11 [11] and GSM 

network [16], some projects attempt to recognize user mobility, 

such as stationary and walking, etc., from the location histories of 

a group of people. In contrast to the techniques mentioned above, 

we extend the paradigm of mining multiple users’ location 

histories from recognizing user behavior to understanding the 

correlation between user behaviors. 

2.2 Recommendation Systems 

2.2.1 Common recommendation systems  
Recommendation systems use the opinions of a community to 

help individuals in that community more effectively identify 

content of interest from a potentially overwhelming set of choices 

[4]. Companies like Amazon [14] have shown that a retail 

experience can be substantially enhanced by statistically 

correlating macro patterns in buying and browsing behavior. A 

well-known technique used in such systems is called collaborative 

filtering when trying to predict the rating of a product to a 

particular user. The general idea behind collaborative filtering is 

that similar users vote similarly on similar items. Thus, if 

similarity is determined between users and items, a potential 

prediction can be made for the vote of a user for some items.  

User similarity has also been explored in social networks to 

facilitate people to identify potential friends and content of 

interest on the Web. One of the most commonly used algorithms 

is Nearest Neighborhood approach [18]. In a social network, a 

particular user's neighborhood with similar taste or interest can be 

found by calculating the Pearson Correlation. Further, by 

collecting the preference data of top-N nearest neighbors of the 

particular user, the user's preference can be predicted by 

calculating the data using certain techniques. Spertus et al. [17] 

present an extensive empirical comparison of six distinct 

measures of similarity for recommending online communities to 

members of the Orkut social network. As a result, they found that 

the cosine similarity measure showed the best empirical results 

despite other measures, such as point-wise mutual information.  

The major difference between our work and the techniques 

mentioned above lies in two aspects. One is we extend the 

direction of user similarity exploration from people’s online 



behavior to the real-world location histories. The other is the 

novel measure of similarity, HGSM, we designed for geographic 

information systems. 

2.2.2 Location-based recommender system 
Systems based on real-time location: Quite a few recommender 

systems take into account a particular user’s current geographic 

location when recommending content to the user. Yang et al. [20] 

proposed a location-aware recommender system that 

accommodates a customer's shopping needs with location-

dependent vendor offers and promotions. Brunato et al. [5] 

attempt to recommend websites to individuals depending on the 

locations where they access the Web. As compared to our HGSM, 

these systems focus on employing a customer’s real-time location 

as a constraint when rendering information to the customer, while 

we aim to mine multiple users’ location histories and explore the 

similarity between individuals and locations. 

Systems based on location history: Recently, using people’s real-

world location history, some recommender systems such as 

Geowhiz [7] and CityVoyager [19] have been designed to 

recommend geographic locations like shops or restaurants to users. 

Horozov et al. [7] proposed an enhanced collaborative filtering 

solution that uses location as a key criterion to generate a 

recommendation of a restaurant. In paper [19], the authors attempt 

to recommend shops to users based on their individual preferences 

and needs estimated by analyzing their past location histories. 

Although aiming to explore the correlation among geographic 

locations, these systems still directly employ the technologies 

used in traditional recommender systems without considering the 

sequence property of users’ movement behavior and the hierarchy 

property of geographic spaces. Justified by the experimental 

results, such properties are vital to differentiate geographic 

information systems from other online communities like Amazon 

in measuring similarity between users and locations.  

3. ARCHITECTURE 
In this section, we first clarify some terms used in this paper and 

briefly describe the architecture of our work. 

3.1 Preliminary 
In this subsection, we will clarify some terms, including GPS logs, 

GPS trajectory, stay point, location history and hierarchical graph.  

GPS log and GPS trajectory: Basically, as depicted in the left part 

of Figure 1, a GPS log is a sequence of GPS points P={p1, p2, … , 

pn}. Each GPS point pi ∈ P contains latitude (pi.Lat), longitude 

(pi.Lngt) and timestamp (pi.T). As depicted on the right part of 

Figure 1, on a two dimensional plane, we can connect these GPS 

points into a GPS trajectory (Traj) according to their time serials.  

 

Figure 1. GPS logs and stay points 

Stay point: A stay point S stands for a geographic region where 

the user stayed for a while. As compared to a raw GPS point, each 

stay point carries a particular semantic meaning, such as the place 

we work/live, restaurant we visit and the spots we travel to, etc. 

Figure 1 demonstrates two categories of stay points. In one 

situation, like stay point 1, a stay point occurs at P3 where an 

individual remains stationary for a time period exceeding a 

threshold. In most cases, this status happens when people enter a 

building and lose satellite signal for a time interval until coming 

back outdoors. In the other situation, like stay point 2, a user 

wanders around within a certain spatial region for a period. At this 

moment, several GPS points (P5, P6, P7 and P8) were involved in 

the spatial region. Consequently, we need to calculate the mean 

coordinates of the region based on these GPS points. In most 

cases, this situation occurs when people travel outdoors and are 

attracted by the surrounding environment.  

Using the algorithm shown in Figure 2, these stay points can be 

detected automatically from a user’s GPS trajectory by seeking 

the spatial region where the user spent a period exceeding a 

certain threshold. For instance, in our experiment, if an individual 

spent more than 30 minutes within a distance of 200 meters, the 

region is detected as a stay point. Each stay point we extract 

contains information about mean coordinates, arrival time (S.arvT) 

and leaving time (S.levT).  

 

Figure 2. Algorithm for stay point detection 

The reasons why we detect stay points in such ways lie in two 

aspects. On one hand, if we directly perform clustering on each 

individual’s GPS logs, as depicted in Figure 3-A), we will miss 

some significant places like home and shopping malls. As GPS 

devices lose satellite signal indoors, few GPS points will be 

generated on such places (like stay point 1 shown in Figure1). 

Thus, the density of points recorded there cannot satisfy the 

condition to formulate a cluster. On the contrary, some regions, 

like road crossings, that a user iteratively passes but do not carry 

semantic meanings, will be extracted. Moreover, the computation 

of clustering will be extremely heavy as the number of GPS points 

is quite large compared to that of stay points. On the other hand, 

as demonstrated in Figure 3-B), the boundary problem of the grid-

based partition method might also cause the non-detection of 

significant places.  

 

Figure 3. Other possible stay-point-detection algorithms 
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Location history: Location history is a record of locations that an 

entity visited in geographical spaces over an interval of time. 

Given GPS trajectories and the stay points detected from the 

trajectories, an individual’s location history can be represented as 

a sequence of places they visited with corresponding arrival and 

leaving times. However, the location history of various people is 

inconsistent and incomparable as the stay points pertaining to 

different individuals are not identical. Also, it is subjective to 

directly measure how similar two stay points are based on the 

distance between them. Moreover, user similarity is not a binary 

value, i.e., it is not reasonable to judge whether two users are 

similar or not. What we aim to do is to identify how relevant two 

individuals are as compared to others, and then for each user rank 

a group of people according to the similarity between them.  

Hierarchical graph: To address this issue, we propose a 

framework, referred to as a hierarchical graph. As illustrated in 

Figure 4, we put all users’ stay points into a dataset and 

hierarchically cluster this dataset into several spatial regions 

(clusters) in a divisive manner. Thus, the similar stay points from 

various users will be assigned to the same clusters on different 

layers. On each layer of the hierarchical framework, with 

individual stay points and trajectories, each user can build a 

directed graph, in which a graph node is the cluster containing the 

user’s stay points and a graph edge stands for the sequence of the 

clusters (geographic regions) being visited by this user. Here, we 

do not differentiate the diverse trajectories that a user created 

between two places (clusters). Consequently, a user’s hierarchical 

graph (HG) can be formulated as a set of graphs HG={G} built on 

different geo-spatial scales. Each graph Gi ∈ HG includes a set of 

vertexes and edges, Gi=(V, E), whereas V={C} is a set of clusters 

which contains the user’s stay points.  

 

Figure 4. Hierarchical graph modeling user location history 

Human trajectories show a high degree of temporal and spatial 

regularity. Each individual is characterized by a time-independent 

characteristic travel distance and a significant probability to return 

to a few highly frequented locations. Therefore, as compared to 

other methods using pre-defined grids or administrative regions to 

build hierarchy, clustering user-generated stay points is a data-

driven approach, which can feature the distribution of users’ 

spatio-temporal data and discover the regions with semantic 

meanings and irregular structure.  

Using this hierarchical graph, we are enabled to model each 

individual’s location history consistently and measure user 

similarity on different geo-spatial scales. From the top to the 

bottom of the hierarchy, the spatial scale of clusters decreases 

while the granularity of geographic regions increases from being 

coarse to being fine. Thus, the hierarchical feature of this 

framework is useful and essential to differentiate people with a 

different extent of similarity. The users who share the same 

location histories on a lower layer would be more similar than 

those who share location histories on a higher layer.  

3.2 Architecture of HGSM 
Figure 5 gives an overview of the architecture of HGSM, which 

consists of three processes: location history presentation, user 

similarity exploration and friend & location recommendation. In 

this paper we pay more attention on user similarity exploration, 

which will be detailed in Section 4. 

 

Figure 5. Architecture of HGSM 

3.2.1 Location history representation 
As depicted in the left most box, given GPS logs from a group of 

people, we first parse the spatio-temporal data and formulate 

trajectories for every user. Second, we extract stay points from 

each individual’s trajectories using the algorithm described in 

Figure 2, and then put these stay points together into a dataset, 

which will be hierarchically clustered into several spatial regions 

in a divisive manner. The hierarchical clusters derived from all 

users’ stay points provide an approach to consistently measure the 

similarity between different individual’s stay points. Third, based 

on the shared stay point clusters and individual trajectories, a 

hierarchical graph is built to model each user’s location history. In 

other words, each user holds an individual hierarchical graph 

based on a shared framework.  

3.2.2 User similarity exploration 
The middle box of Figure 5 shows the procedure of user similarity 

exploration which can be performed offline. First, given two users’ 

location histories, represented by two hierarchical graphs, we 

search for the same graph nodes these two users shared on each 

layer of the framework. Later, a sequence containing such graph 

nodes will be respectively retrieved from each user’s directed 

graphs on each layer. Second, knowing the information, including 

arrival time and leaving time of each stay point, we are capable of 

calculating the time interval between two nodes from the 

extracted sequence. Thus, we can find the similar sub-sequence 

from the given sequence pairs. Here a similar sequence stands for 
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two individuals sharing the property of visiting the same sequence 

of places with a similar time interval. Third, based on the 

retrieved similar sequences, we calculate for the pair of users a 

similarity score considering the following factors. 

 The longer the similar sequence of places shared by two 

users, the more similar the two users might be. 

 The finer the granularity of geographic regions shared by 

two individuals, the more similar the individuals might be. 

Consequently, we endow the location sequence of different 

lengths with different significances. The longer a similar sequence 

is, the higher score this sequence can obtain. At the same time, the 

lower the layer a similar sequence was found, the higher similarity 

score the sequence obtains. (Refer to Section 4 for more details.) 

3.2.3 Friend and location recommendation 
Given a user as a query, we can rank the people in a community 

according to the similarity of their score to the user. Then a set of 

people with relatively high scores can be retrieved as potential 

friends for the person. Further, using the location histories of these 

friends, the individual becomes more capable of discovering some 

geographic regions, such as shopping malls, restaurants and parks, 

etc., matching his/her taste. Later, any existing memory-based 

algorithms for collaborative recommendation can be employed 

here to measure the user’s interests to these locations. Hence, in 

this paper, we pay more attention on measuring user similarity 

rather than describing the details of recommendation algorithms.  

4. User Similarity Exploration 
In this section, we detail the processes of user similarity 

exploration, including location history extraction, sequence 

matching and similarity measurement.  

4.1 Location History Extraction 
The hierarchical graph offers an effective representation of a 

user’s location history, which implies sequence property of user 

movement behavior on geographic spaces of different scales. To 

better measure the similarity between two users, on each layer of 

their hierarchical graphs we first find the same graph nodes the 

users shared, and then formulate a sequence based on these graph 

nodes. Later, measuring the similarity between two users can be 

transformed into a problem of sequences matching.  

 

Figure 6. Sequence representation 

Using a layer of two users’ hierarchical graphs as a case, Figure 6 

demonstrates how a sequence of places is extracted from each 

individual’s location history. Over each graph node, a list of blue 

nodes linked by a dash line denotes the instances of the users’ 

visiting at each cluster at a different time. This list can be obtained 

by ranking the user’s stay points in each cluster according to 

timestamps. As we can see, user 1 and user 2 share the same 

graph nodes A, B and C. Using a green curve, we can sequentially 

connect the blue nodes over these graph nodes in terms of time 

serials. Therefore, a sequence < C, A, B, B, C, C, B, C > is 

generated for user 1 and a sequence <A, B, C, A, A, C, A> is 

created for user 2. For simplicity we represent these sequences as 

follows <C(1), A(1), B(2), C(2), B(1), C(1)> and <A(1), B(1), C(1), 

A(2), C(1), A(1)>; whereas, the number following a graph node 

represents how many times the user successively traveled in the 

corresponding cluster. Given each user’s arrival time (S.arvT) and 

leaving time (S.levT) on each cluster, we are able to calculate the 

time interval ∆𝑡𝑖 between two items of these sequences. Thus, the 

two sequences can be represented as follows: 

User 1: 𝐶(1)
∆𝑡1
  𝐴(1)

∆𝑡2
  𝐵(2)

∆𝑡3
  𝐶(2)

∆𝑡4
  𝐵(1)

∆𝑡5
  𝐶(1)  

User 2: A(1)
∆𝑡1′
   𝐵(1)

∆𝑡2′
   𝐶(1)

∆𝑡3′
   𝐴(2)

∆𝑡4′
   𝐶(1)

∆𝑡5′
   𝐴(1)  

Consequently, we can formally define a sequence of geographic 

regions extracted from a user’s location history as follows. 

seq=< 𝑎1 𝑘1 
∆𝑡1
  𝑎2 𝑘2 

∆𝑡2
  … 

∆𝑡𝑖−1
    𝑎𝑖 𝑘𝑖 

∆𝑡𝑖
  𝑎𝑖+1 𝑘𝑖+ 1 

∆𝑡𝑖+ 1
    …>, 

where  ai ∈V is a cluster ID, and k i  is the times the user 

successively visits cluster ai . Being the transition time the user 

traveled from cluster ai  to ai+1, ∆t i  is calculated as equation (1). 

                     ∆𝑡𝑖= 𝑎𝑖+ 1 0 .𝑎𝑟𝑣𝑇− 𝑎𝑖 𝑘𝑖−1 .𝑙𝑒𝑣𝑇;             (1) 

4.2 Sequence Matching 

4.2.1 Definitions Related to Similar Sequences 
Similar sequences: A pair of sequences 𝑠𝑒𝑞 1  and 𝑠𝑒𝑞 2  are 

similar, if and only if they satisfy the following conditions: 

                𝑠𝑒𝑞 1 =  < 𝑎1 𝑘1 
∆𝑡1
  𝑎2 𝑘2 

∆𝑡2
  … 𝑎𝑚 𝑘𝑚 > , 

                𝑠𝑒𝑞2  =  <  𝑏1(k1′)
∆t1′
    𝑏2(k2′)

∆t2′
   … 𝑏𝑚(𝑘𝑚′) > , 

1. ∀ 1≤i ≤m,ai = bi , i.e., the nodes at the same position of 

the two sequences share the same cluster ID;  

2. ∀ 1≤𝑖< 𝑚, ∆𝑡𝑖−∆𝑡𝑖′ ≤𝑡𝑡 where 𝑡𝑡is a pre-defined 

time threshold, called temporal constraint. It denotes that the 

two users have similar transition times between the same 

regions.  

If both conditions hold, a similar sequence 𝑠𝑠𝑒𝑞 contained in 

𝑠𝑒𝑞 1 and 𝑠𝑒𝑞 2 is retrieved as below.      

<𝑏1(min k1,k1
′ ) →𝑏2(min k2,k2

′ ) →⋯ 𝑏𝑚(min km ,km
′ )>, 

where min k1,k1
′  denotes the minimal value between k1 and k1

′. 

m-length similar sequence: If the number of nodes in a similar 

sequence is m, we call this sequence m-length similar sequence. 

The maximum-length similar sequence stands for the sequence 

that is not contained in any other similar sequences. 

Using three sequences from three users, Figure 7 illustrates the 

definitions presented above. At first, the three sequences shown 

below can be extracted from these users’ location histories by 

employing the approach we demonstrated in Figure 6.  

<  𝐴(1 
1.5
   𝐵 2 

2
  𝐶 3 > , < 𝐴 2 

2
  𝐵 3 

3.2
   𝐶 2 > , 

< 𝐴 2 
1
  𝐷 1 

1
  𝐵 2 

2.4
   𝐶 2 > . 

Clearly, User1 and User2 share the same nodes and a similar 

visiting order. Meanwhile, the interval between the two users’ 

transition times from A to B is 0.5 hours (2-1.5=0.5) and from B to 

C is 1.2 hours (3.2-2=1.2). If the temporal constraint mentioned 

above is configured as 3 hours, a 3-length similar sequence 

< 𝐴(1) →𝐵(2) →𝐶(2) >  is detected from their location 

User1 User2
A B

C

D

A B

C

time



histories. In User3’s sequence, though node D does not occur in 

others’ location histories, the transition time from node A to node 

B still satisfies the temporal constraint (2.5 hours in this case if 

User3 stays at cluster D for half an hour). Therefore, the second 

node of this sequence can be skipped, and a 3-length similar 

sequence < 𝐴(2) →𝐵(2) →𝐶(2) >  is retrieved from User1 and 

User3’s sequence pair. Here, these two 3-length similar sequences 

are maximum-length similar sequences as they are not contained 

in others. However, a sequence like < 𝐴 2 →𝐵 2 >  is not a 

maximum one as it is a subset of < 𝐴(2) →𝐵(2) →𝐶(2) > . 

 

Figure 7. An example of similar sequences 

4.2.2 Similar Sequence Matching 
Figure 8 shows the algorithm we implemented to detect similar 

sequences from given sequence pairs. Two operations, including 

sequence extension and sequence pruning, are involved in this 

process. In the extension operation, we aim to extend each m-

length similar sequence to a (m+1)-length one. This operation 

starts from finding a 1-length similar sequence. Subsequently, in 

the pruning operation, we pick out the maximum-length similar 

sequence from the candidates generated by the extension 

operation and remove the rest. Basically, the extension and 

pruning operations would be implemented alternatively and 

iteratively until each node in the sequence is scanned. However, it 

will be quite time-consuming to search similar sequences with 

very long lengths. We observe that the longer a similar sequence 

is the lower probability of occurrence it would be. Therefore, to 

improve the efficiency of sequence matching, we set a parameter 

maxLength, which is used to stop the extension operation when 

the length of a similar sequence increases to a certain value. 

 

Figure 8. Algorithm of sequence matching 

Using part of the sequence pair we extracted in Section 4.1, 

Figure 9 demonstrates the algorithm presented above. Here, the 

figures on the top of each box stand for the position of each node 

in a sequence. First, as shown in Figure 9 A), we detect the 1-

length similar sequences as follows. <A12>, <B23>, <B25>, <C31>, 

<C34> and <A42>, where the subscript of each character represents 

the position of the matched node in each sequence. For instance, 

<A12> denotes the the first node of sequence 1 sharing the same 

node A with the seconde node of sequence 2. The position can 

help us differentiate nodes of the same cluster ID being visited by 

users at different times. Second, Figure 9 B) depicts the process of 

the extension operation based on the results of the first step. If we 

set the temporal constraint tth to 2 hours, four 2-length similar 

sequences including <A12, B23>, <A12, C34>, <B23, C34> and <C31, 

A42> can be retrieved. Then, in the pruning operation, all the 1-

length sequences will be removed from the similar sequence set 

(SeqenceSet) because they are contained in the 2-length sequences. 

Third, based on the 2-length sequences, one 3-length similar 

sequence <A12, B23, C34> can be detected. Subsequently, in the 

pruning operation, except for <C31, A42>, the rest of 2-length 

similar sequences will be removed from SeqenceSet as they are 

subsets of the retrieved 3-length similar sequence. 

 

Figure 9. Demonstration of sequence matching 

4.3 Similarity Measurement 
The retrieved similar sequences are used to compute an overall 

similarity score for each user-pair. When calculating the score, we 

take into account two factors: the length of a similar sequence and 

the layer in which the sequence was found. First, we calculate the 

score that two users get on a certain layer by adding up the score 

of each similar sequence found on this layer. Then, the score of 

each layer will be weighted and summed up to a final score. 

Similarity measure of an m-length sequence: the score that an m-

length similar sequence obtains can be formulated as equation (2): 

𝑠(𝑚) = 𝛼(𝑚) min k𝑖,k𝑖′        (2)𝑚
𝑖= 1 , 

where 𝛼(𝑚)  is an m-dependent coefficient which will be enlarged 

with the increasing length m. For instance, in the experiment, we 

found that when 𝛼(𝑚) = 2𝑚−1, the measure we proposed achieved 

a high performance. 

Similarity at single layer: As shown in equation (3), the similarity 

between two users on a certain layer of their hierarchical graphs is 

measured based on all the maximum-length similar sequences 

retrieved on this layer. Here n is the number of similar sequences 

the two users matched on the given layer. 𝑠𝑖 is the score of the i-th 

similar sequence, which can be calculated according to equation 

(2). 𝑁1  and 𝑁2  respectively denote the number of stay-points of 

the two users. 

 𝑆𝑙=
1

𝑁1∗𝑁2
 𝑠𝑖
𝑛

𝑖=1
                      (3)  
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Input:    A sequence pair Seq1 and Seq2,  a length threshold of similar

              sequence maxLength, a time threshold tth

Output: A set of maximum-length similar sequences SequenceSet

Local Variable: step

1. Add 1-length sequence into SequenceSet, step := 1

2. while step <= maxLength do 

3.      for each step-length sequence seq in SequenceSet

               // Extend a step-length sequence to a step+1-length one

4.            G = ExtendSequence(seq, tth); 

5.            Add G into SequenceSet

6.       PruneSequence(SequenceSet); //Prune non-maximum sequences

7.       step := step +1; 

8. return SequenceSet
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Dividing the similarity by the factor 𝑁1∗𝑁2 is motivated by the 

problem of unbalanced data of users. Intuitively, users joining in a 

Web community on different periods will generate different 

amount of GPS logs. Thus, if we do not consider the scale of data, 

the individuals owning a large amount of data are more likely to 

be similar to others than users having less data.  

Similarity across multi-layer: As shown in equation (4), the user 

similarity across multi-layer is computed as the weighted sum of 

the score of each layer: 

𝑆𝑜𝑣𝑒𝑟𝑎𝑙=  𝛽𝑙𝑆𝑙
𝐻

𝑙= 1
                     (4) 

Here H stands for the total layers of the hierarchical graph. 𝛽𝑙 is a 

layer-dependent coefficient which represents the support of 

similarity of sequences on the l-th layer. The lower the layer a 

sequence was detected, the higher score it obtains. In our 

experiment, 𝛽𝑙=2l-1.  

5. Experiments 
In this section, we first present the experimental settings which 

consist of the introduction about GPS devices we used, volunteers 

we summoned, data we collected and some parameters we 

selected in the experiment. Then, our approach is evaluated as an 

information retrieval problem. With a user-labeled ground truth, a 

relationship matrix among these volunteers, we are able to 

evaluate the search results using mean average precision (MAP) 

and normalized discounted cumulative gain (nDCG).  

5.1 Settings 

5.1.1 GPS Devices and GPS Logs 
Figure 10 shows the GPS devices we chose to collect data from. 

They are comprised of stand-alone GPS receivers (Magellan 

Explorist 210/300, G-Rays 2 and QSTARZ) and GPS phones. All 

of them are set to receive GPS coordinates every two seconds.  

 

Figure 10. GPS Devices Used in the Experiments 

Using these devices, 65 volunteers respectively logged their life 

experiences with GPS traces over the past 6 months. All of them 

were suggested to switch on their devices as long as they traveled 

outdoors. Among these volunteers, we can identify the 

relationships, such as family member, girlfriend, boyfriend, 

roommates, workmates, classmate, strangers, etc. As depicted in 

Figure 11, the data they collected covers 28 big cities in China 

and some cities in the USA, South Korea, and Japan. The total 

distance of these GPS logs exceeds 50,000 KM.  

5.1.2 Parameter Selection 
Stay point detection: In our experiment, when detecting stay 

points from a given GPS trajectory, we set timeThreh to 30 

minutes and distThreh to 200 meters. In other words, if an 

individual stays over 30 minutes within a distance of 200 meters, 

a stay point is detected. These two parameters enable us to find 

out each individual’s significant places, such as restaurant, home, 

and shopping mall, etc., while ignoring the geographic regions 

without semantic meaning, like the places where people wait for 

traffic lights or meet congestion.  

 

Figure 11. Distribution of the data used in the experiments 

Clustering: A density-based clustering algorithm called OPTICS 

is employed to hierarchically cluster stay-points into geographic 

regions in a divisive manner. As compared to an agglomerative 

method like K-Means, the density-based approach is capable of 

detecting clusters with irregular structures which may stand for a 

set of nearby restaurants or travel spots, like a lake. The clustering 

operation continues working until one of the following conditions 

hold. 1) The number of users pertaining to a cluster is less than 

two, or 2) the diagonal of a cluster’s minimal boundary rectangle 

in geo-space is smaller than 500 meters. Taking these parameters, 

we establish 4-layer hierarchical clusters, which provide each 

individual with a consistent framework to build individual 

hierarchical graphs. The top layer is referred to as layer 1 (higher 

layer) and the bottom layer is called layer 4 (lower layer).  

Sequence matching: With regard to the temporal constraint, we 

endow tth with variable values on different layers considering the 

property of user behavior on diverse scales of geographic spaces. 

Intuitively, the transition time we spend between two places, like 

two cities, far away from each other would take us a longer time 

than it takes to travel between close regions like restaurants near 

our home. Given the relatively long transition time, a bigger time 

threshold needs to be selected for the sequence matching 

operation on a higher layer. Therefore, we set t th of layer l to (H-

l+1)∙T, where H is the depth of the hierarchy (here H=4 is based 

on the clustering result mentioned above). In other words, the 𝑡𝑡 

of layer 4 is configured as T and 𝑡𝑡 of layer 1 is selected as 4T. 

After trying a set of T, we observe that the performance of HGSM 

does not change when T increases to a certain value.  

Similarity measurement: To differentiate the significance of 

similar sequences with different length and on different layers, we 

set 𝛼(𝑚) = 2𝑚−1 , and  𝛽𝑙= 2𝑙−1 . Here 𝛼(𝑚)  increases 

exponentially with the length of sequence (m), since we observe 

that the occurrence of m-length similar sequences drops 

exponentially as the m increases. Thus, the significance of an 

occurrence of an m-length similar sequence increases 

exponentially with m. At the same time, the number of similar 

sequences found on the l-layer drops exponentially as the l 

increases. Therefore, the significance of similar sequences found 

on l-layer increase exponentially with l. 

5.2 Evaluation Approach 
Ground truth: After data collection, each volunteer is required to 

rate other users based on individual understanding and the 

relevance suggestion shown in Table 1. Then, a relation matrix of 

these volunteers is generated and is used as the ground truth to 

evaluate the search results of each user. The relevance rating 

between two users is asymmetric, i.e., though user A rates 2 on 

user B, user B may not rate 2 to A.  

 



Table 1. Detailed relevance settings 

Relevance level Relationships suggestion 

4 Strongly similar Family members/intimate lovers/roommate  

3 Similar Good friends/workmates/classmates 

2 Weakly similar Ordinary friends, neighbors in a community   

1 Different Strangers in the same city 

0 Quite different Strangers in other cities 

Evaluation Framework: As depicted in Figure 12, our approach 

is evaluated as an information retrieval problem, in which 65 

people are respectively used as queries to search for each of them 

the top ten similar users. For instance, using user Ui as a query, 

we retrieve the top ten similar users based on their similarity score 

to Ui. Then, a relevance vector G of the search results is 

formulated based on the relationship matrix. Given the retrieved G 

and ground truth, we calculate MAP and nDCG for this retrieval. 

After all the volunteers have been tested, we calculate a mean 

value of MAP and nDCG based on each individual’s results. 

 

Figure 12. The framework of evaluation 

Evaluation Criterions: MAP and nDCG are employed to evaluate 

the performance of our approach. MAP is the most frequently 

used summary measure of a ranked retrieval run. In our 

experiment, it stands for the mean of the precision score after each 

relevant user is retrieved. In the search results, a user is deemed as 

a relevant user if his/her relevant level is greater than or equal to 3. 

For instance, the MAP of a relevance vector 

𝐺= < 4,0,2,3,3,1,0,2,1,1 >  is computed as follows: 

𝑀𝐴𝑃=
1 + 2 4 + 3 5 

3
= 0.7 

nDCG is used to compute the relative-to-the-ideal performance of 

information retrieval techniques [8]. The discounted cumulative 

gain of G is computed as follows: (In our experiments, b = 2.) 

𝐷𝐶𝐺 𝑖 =  

 
 

 
𝐺 1 ,                              𝑖𝑓 𝑖= 1

𝐷𝐶𝐺 𝑖−1 + 𝐺 𝑖 ,     𝑖𝑓 𝑖< 𝑏

𝐷𝐶𝐺 𝑖−1 +
𝐺 𝑖 

𝑙𝑜𝑔𝑏𝑖
,    𝑖𝑓 𝑖≥𝑏

                 (5) 

Given the ideal discounted cumulative gain DCGô, then nDCG at 

i-th position can be computed as 𝑛𝐷𝐶𝐺 𝑖 = 𝐷𝐶𝐺 𝑖 /𝐷𝐶𝐺′[𝑖]. 

Baselines: we compare our approach with three baselines. First is 

similarity by counting the regions two users shared. It is an 

intuitive method that most people might conceive of. The rest are 

cosine similarity and Pearson similarity measures which have 

been widely used in recommendation systems, and have been 

claimed in paper [18] to outperform other existing similarity 

measures. Suppose N clusters {𝑐𝑖,1≤ 𝑖 ≤ 𝑁} are generated on a 

certain layer of the shared framework. If in the cluster 𝑐𝑖 User1 

has 𝑘𝑖 stay-points and User2 has 𝑙𝑖stay-points, the location 

histories of User1 and User2 can be represented as follows. 

 𝑢1  = < 𝑘1,𝑘2,. . .𝑘𝑖,… ,𝑘𝑁>  and  𝑢2  = < 𝑙1,𝑙2,…,𝑙𝑖,… ,𝑙𝑁> . 

The similarity of two users by count is computed as equation (6): 

               𝑠𝑖𝑚𝑐𝑜𝑢𝑛𝑡 𝑢1,𝑢2 =  min 𝑘𝑖,𝑙𝑖 
𝑁
𝑖=0                       (6) 

Cosine similarity and Pearson similarity are computed as equation 

(7) and equation (8) respectively: 

             𝑠𝑖𝑚𝑐𝑜𝑠𝑖𝑛𝑒 𝑢1,𝑢2 =
 𝑘𝑖𝑙𝑖𝑖

  𝑙𝑖
2

𝑖   𝑘𝑖
2

𝑖

                         (7) 

             𝑠𝑖𝑚𝑝𝑒𝑎𝑟𝑠𝑜𝑛 𝑢1,𝑢2 =
 (𝑘𝑖−𝑢1)(𝑙𝑖−𝑢2)𝑖

  (𝑘𝑖−𝑢1)2
𝑖  (𝑙𝑖−𝑢2)2

𝑖
      (8) 

5.3 Experimental Results 
First we clarify some notations shown in the following figures: 

Seq stands for the similarity measure only considering sequence 

feature, and Hier denotes the measure considering the hierarchical 

property of geographic spaces. Thus, Hier+Seq represents the 

measure (HGSM) of similarity considering both the sequence and 

hierarchy properties. Count means similarity-by-count on the 

bottom layer, and Hier+Count means similarity-by-count across 

multi-layer. Cosine and Pearson respectively denotes the cosine 

similarity and Pearson similarity on the bottom layer. 

Hier+Cosine and Hier+Pearson respectively represent the cosine 
similarity and Pearson similarity across multi-layers. 

Figure 13 shows the comparative study of MAP between our 

approach and baselines. HGSM shows clear advantages over 

cosine similarity, Pearson similarity and similarity-by-count. 

Moreover, by considering the similarity across multi-layer, 

Hier+Seq outperformed Seq which only calculates similarity 

based on the similar sequences on the bottom layer.  

 

Figure 13. Comparison of MAP among different methods 

Using nDCG, Figure 14 further differentiates our approach from 

baselines. Obviously, HGSM (Hier+Seq) leads the performance 

in both nDCG@5 and nDCG@10 among these methods. 

Moreover, the hierarchical property of geo-space better improves 

the performance of Seq. 

 

Figure 14. Comparison of nDCG among different methods 
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As we mentioned previously, sequence matching would be quite 

time-consuming if we attempt to find very long similar sequences. 

To improve the matching efficiency, a length threshold 

maxLength is defined in the sequence matching algorithm. Figure 

15 shows the MAP and nDCG@5 of our approach changing over 

the maxLength. We observe that when the maxLength exceeds 5, 

the performance of the ranking does not vary any more. It 

suggests that instead of searching for all the similar sequences, 

finding sequences under a certain length can achieve comparable 

performance.    

 

Figure 15. MAP and nDCG@5 changing over maxLength 

Figure 16 and Figure 17 respectively present the MAP and 

nDCG@5 of our approach changing over the time threshold tth 

defined in the sequence matching algorithm. We observe that at 

the beginning the performance of our approach is improved as the 

tth increases. Then, when the time threshold increases to a certain 

value, the performances reach their summit and do not vary any 

more. The data shown in these curves also justified the advantage 

of the hierarchical property of geo-space over the single-layer 

method in measuring user similarity. 

 

Figure 16. MAP changing over time threshold 

 

Figure 17. nDCG@5 changing over time threshold 

Table 2 shows the MAP and nDCG of our approach using only 

one layer of the proposed framework. As we can see, both MAP 

and nDCG increase as the level of layer increases, i.e., layer 4 is 

more capable of discriminating similar users than layer 3, while 

the approach considering the hierarchy property achieved the best 

performance. 

Table 2. MAP and nDCG changing on different layer 

 Lay-1 Lay-2 Lay-3 Lay-4 multi-lay 

MAP 0.607 0.713 0.829 0.917 0.939 

nDCG@5 0.647 0.743 0.839 0.881 0.915 

nDCG@10 0.675 0.771 0.847 0.884 0.905 

5.4 Discussions 
Based on the experimental results, we can easily draw the 

conclusion that the HGSM is quite effective against existing 

measures in mining user similarity based on geographic data.   

Sequence property: We are not surprised to observe the 

advantage of sequence property of HGSM in the experimental 

results, since a sequence of geographic regions will capture more 

information of users’ movement behavior as compared to stand-

alone locations. It is not difficult to understand this claim using 

the following case. Suppose user A and user B are a couple who 

share the location sequences of < 𝐴→B→  C> . Meanwhile, 

another user C also visit these three places separately or in another 

order like < 𝐵→𝐴→𝐶> . In this case, the measure of similarity-

by-count, cosine similarity and Pearson similarity cannot 

distinguish user C from user B when we attempt explore their 

similarity to user A.  

Hierarchy property: In general, Figure 13 to Figure 17 

respectively presents the contribution of the hierarchy property of 

HGSM over the single-layer method. Further, Table 2 illustrates 

how this contribution generated by investigating the performance 

of each layer of the hierarchy. On one hand, the layer with finer 

granularity is more capable of distinguishing similar users from 

each other as compared to the layer with coarse granularity. 

Imagine that a cluster would cover a whole city on a higher layer 

of the hierarchy. At this moment, users living in this city are 

indistinctive if we only explore user similarity on that layer. On 

the other hand, however, if we only consider users’ location 

histories on the layer of fine granularity, users’ high-level 

movement behavior would be neglected. Thus, some similar users 

would be missed. For instance, two individuals travel from 

Beijing to Seattle frequently while they share little location 

history within Beijing. In this case, the similarity between the two 

users cannot be recognized if we only investigate their movement 

behavior on the bottom layer. Overall, the layer with relatively 

fine granularity improves HGSM’s capability of precisely 

discriminating similar users, while the layer with relatively coarse 

granularity enhances HGSM’s capability of recalling similar users. 

Constraint on sequence length: The data shown in Figure 15 

justifies the feasibility of our approach in constraining the length 

of a similar sequence we attempt to find. We can clearly observe 

that the performance of HGSM would not increase any more 

when the length of a similar sequence exceeds 5. Basically, with 

the increasing length of sequences, the occurrence of such 

sequences in users’ location histories decreases rapidly. 

Temporal constraint: The performance of HGSM increases as the 

threshold of temporal constraint increases at the beginning, while 

remaining unchanged after the threshold exceeds a certain value. 

The reason behind this phenomenon lies in two parts. On one 

hand, a restrictive threshold for temporal constraint is not optimal 

to retrieve similar sequences. Therefore, when the time threshold 

increases, more similar sequences will be found, and more 
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evidence is provided to support users’ similarity. On the other 

hand, when the time threshold increases to certain value, almost 

all the similar sequences have already been retrieved. Hence, the 

performance of HGSM will not vary anymore. 

6. Conclusion 
People’s location histories imply their interests and preferences. 

In this paper, we mine similarity between users based on their 

geographic location histories. A framework, referred to as HGSM, 

is proposed to enable us to consistently model each individual’s 

location history, and effectively measure the similarity among 

users. It is a step towards mining knowledge from multiple users’ 

spatio-temporal data. It can explore not only the relationship 

between users but also the correlation among geographic regions. 

Many applications, such as friend recommendation and location 

recommendation, etc. can be enabled by this framework.  

The advantages of HGSM in measuring user similarity based on 

spatio-temporal data lie in two parts, the sequence property of 

people’s movement behavior and the hierarchy property of 

geographic spaces. On one hand, a sequence of geographic 

regions captures more information of users’ movement behavior 

as compared to stand-alone locations. Thus, we become more 

capable of differentiating people of different levels of similarity. 

On the other hand, we explore users’ location histories on 

different scales of geographic spaces. The layer with relatively 

fine granularity enhances our capability of precisely 

discriminating similar users, while the layer with relatively coarse 

granularity enables us to recognize high-level user behavior and 

further recall unobvious similar users.  

We evaluated the performance of HGSM using the GPS data 

collected by 65 volunteers over a period of 6 months. As a result, 

HGSM considering sequence property (Seq) clearly outperforms 

the similarity-by-count, cosine similarity and Pearson similarity in 

both MAP and nDCG. Further, the combination of hierarchy 

property and sequence property (Hier+Seq) offers a significant 

improvement on the performance of HGSM (Seq). 

In the future, we intend to extend our work in the following three 

directions. First, we attempt to further improve the performance of 

HGSM by indentifying useful features, such as distance between 

geographic locations and the popularity of a location, etc, for 

similarity measurements. Second, we would like to improve the 

efficiency of the algorithms used in HGSM. Third, developing 

novel applications, such as personalized location recommendation 

based on HGSM, is also a task we aim to fulfill.  
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